Introduction

Interaction between crystals and X-ray/polarized neutrons, is due to all/unpaired electrons and allow describing and modelling the charge and spin density in position space (Coppens, 1997, Brown et al, 1980) (X-ray / polarized neutron diffraction) and in momentum space (Compton scattering / magnetic Compton scattering) (Cooper et al, 2004).

Nowadays, models are mostly derived from one single experiment: X-ray diffraction and charge density modelling, polarized neutron diffraction and spin density modelling... and few attempts have been made to combine several experiments in order to have a more general and thorough electron density modelling. P. Coppens et al (1981) were among the first to propose a joint X-ray/neutron refinement in order to limit the effects of correlation between structural and charge density parameters. This X+N multipolar refinement (Hansen & Coppens 1978) was applied on oxalic acid dehydrate and it was found that the X+N model deformation density shows higher peaks in the lone pair regions. The weighting schemes have been discussed but are not of primary importance in that case because the number of neutron and X-ray diffraction data was similar; it was also shown that the dependence of the x,y,z,U_ij structural parameters was in line with their X/N form factors. Schwarzenbach and co-workers (Lewis et al, 1982) have refined the charge density in α Al₂O₃ with respect to very accurate ultra high resolution data (1.5 Å⁻¹) with AgKα radiation under the constraints of electric field gradient tensors at both Al and O atomic sites, using Hirshfeld deformation functions (Hirshfeld, 1977) and showed that this joint refinement mainly affects the quadrupolar deformation terms as expected. However the very strong anisotropic extinction did not allow drawing more conclusions about the quality of the density. More recently, several papers
report on the possibility to recover the diagonal part of the one particle reduced density matrix (1-RDM for more details see part 5):

\[ \Gamma(x_1; x_1') = N \int \psi^*(x_1, x_2, \ldots, x_N) \psi(x_1', x_2, \ldots, x_N) d^4x_2 \ldots d^4x_N \]  \hspace{1cm} (1)

from X-ray refinements by minimizing the resulting energy (Jayatilaka & Grimwood, 2001, Grimwood & Jayatilaka, 2001, Bytheway et al., 2002b, Bytheway et al., 2002a, Grimwood et al., 2003) or imposing mathematical constraints like idempotency (Tanaka, 1988, Howard et al., 1994, Massa et al., 1985).

All this research has been performed to give a more reliable model of the paired electron density in position space than from X-ray data refinement solely.

In the case of magnetic crystals, the description of the electronic structure in position space relies on two diffraction experiments:
- X-rays for all electron density
- polarized neutrons (PN) for unpaired electron density.

Both may be modelled using the Hansen Coppens multipole model (in the polarized neutrons experiment there are no core contributions to the scattering):

\[ \rho(\mathbf{r}) = \rho_{\text{core}}(\mathbf{r}) + P_{\text{val}} \kappa^3 \rho_v(\kappa \mathbf{r}) + \sum_{l=0}^{l_{\text{max}}} \kappa'^3 R_l(\kappa' \mathbf{r}) \sum_{m=0}^{l} P_{lm\pm} y_{lm\pm}(\Theta, \Phi) \]  \hspace{1cm} (2)

where $y_{lm}$ are the real spherical harmonics which differ from the corresponding $Y_{lmp}$ by normalizing conditions, $R(\kappa' \mathbf{r})$ are Slater type functions, $\kappa$ and $\kappa'$ are expansion contraction coefficients.

The net charge of the atom or spin population were estimated from the $P_v/P_{oo}$ parameters obtained respectively from X-ray and PN diffraction data but never from a joint X-ray, PND refinement as proposed by Becker & Coppens (1985). One of the problems to perform such a joint least squares refinement is the unbalanced number of observations as discussed below. According to the Hohenberg-Kohn theorem, if such a joint diffraction approach may yield an exact experimental density and by consequence, the diagonal part of $\Gamma(x_1; x_1')$, the non diagonal parts related to the more delocalized electrons are out of reach. One of the possibilities is to study the electron density, paired or unpaired in momentum space: hence, due to the Heisenberg principle, the more delocalized electrons like conduction electrons in position space will have a compact representation in momentum space. Such a representation could be deduced from inelastic incoherent Compton scattering which gives the projection of the electron momentum on the scattering vector (see for example Hayashi et al., 2002). These projections are known as directional Compton profiles (for a general review on Compton scattering, see Cooper et al., 2004). Because it is mostly sensitive to very delocalized electrons, little work has been done on molecular solids. The major problem to deal with molecular compounds is that all contributions are superimposed and it is difficult to assign electrons to a particular pseudo atom or chemical site as shown below. Then, the one particle reduced density matrix can be seen as a unifying quantity and can be modelled by a joint refinement against X-ray and neutron scattering data.

This paper is divided in five parts. In the first part, we will present the principles of charge density modelling.
The second part is devoted to spin density measurements.

The third part will propose a strategy for a joint X-rays, neutron and polarized neutrons refinement.

The next part gives preliminary results applied to an end-to-end Azido Double Bridged Cu$^{II}$ nuclear complex ($\text{Cu}_2\text{L}_2(\text{N}_3)_2$) ($L=1,1,1$-trifluoro-$7$-(dimethylamino)-$4$-methyl-$5$-aza-$3$-hepten-$2$-onato).

The last part will discuss how to go further in taking into account the non-magnetic and magnetic Compton scattering data.

1 Charge density measurement and modelling

In the kinematic approximation, the intensity of a Bragg reflection is proportional to the square of the structure factor amplitude, $|F_o|^2$; (for more details see, Blessing & Lecomte, 1991)

$$I_{\text{Bragg}} \approx I_o \lambda^2 r_e^2 \frac{\langle v/V \rangle}{\text{LPA}} \left| A \ast L \ast P \right| |F_o|^2$$

(3)

with $I_o$ the intensity of the incident X-rays beam supposed homogeneous and bathing the whole crystal, $\lambda$ the wavelength, $r_e$ the classical electron radius, $L$ the Lorentz correction, $P$ the polarization factor and $A$ is the absorption factor.

The measured intensity includes the Bragg reflection along with other contributions for which appropriate and accurate corrections are required:

$$I_{\text{meas}}(H) = K I_{\text{Bragg}}(H) \left[1 + \alpha(H)\right] y(H) + \sum_m p_m I_{\text{Bragg}}(H_m) + I_{\text{bkg}}$$

(4)

$$I_{\text{meas}}(H) = K I_f(H) + \sum_m p_m I_{\text{Bragg}}(H_m) + I_{\text{bkg}}$$


The background ($bkg$) includes: Compton scattering, scattering by crystal mount, by air, fluorescence… Multiple scattering should also be corrected for: several reciprocal lattice points $H_m$ may be in reflecting position simultaneously with $H$, $\alpha$ is the thermal diffuse contribution at the Bragg reflection and $y$ the extinction coefficient:

$$|F_o|^2 = \frac{K'I_1}{LPA(1+\alpha)y}$$

(5)

To accurately model the crystal electron density in position space a very high resolution diffraction experiment at low temperature has to be performed so that the valence electron density (which diffuses at low resolution) is deconvoluted from thermal smearing effects (Debye Waller factor); the diffracted intensities are reduced in a set of dynamic structure factors amplitudes $F_o(H)$ and their associated standard deviations. $F_o(H)$ are the Fourier components of the experimental dynamic electron density:

$$F_o(H) = \int_{\text{maîle}} \rho(r) e^{2i\pi H \cdot r} d^3r$$


with \( \rho(\mathbf{r}) = \rho_{\text{stat}}(\mathbf{r}) \otimes P(\mathbf{u}) = \int \rho_{\text{stat}}(\mathbf{r} - \mathbf{u}) P(\mathbf{u}) \, d^3 \mathbf{u}. \)

In the harmonic approximation, for a given atom in the unit cell,

\[
P(\mathbf{u}) = \frac{1}{\sqrt{(2\pi)^3 |\sigma|}} e^{-\frac{1}{2} \sigma \mathbf{u}^T \mathbf{u}}
\]

(6)

Where \( \sigma \) is the determinant (product of the three eigenvalues)

by convolution theorem, the dynamic structure factor is:

\[
F_{\text{dyn}}(\mathbf{H}) = \sum_{j=1}^{\text{Nat}} f_j e^{2\pi i \mathbf{H} \cdot \mathbf{r}_j} T_j(\mathbf{H})
\]

(7)

The static structure factor is therefore:

\[
F_{\text{Stat}}(\mathbf{H}) = \sum_{j=1}^{\text{Nat}} f_j(\mathbf{H}) e^{2\pi i \mathbf{H} \cdot \mathbf{r}_j}
\]

(8)

where \( f_j \) is the scattering (or form) factor of atom \( j \), Fourier transform of the total atomic electron density:

\[
f(\mathbf{H}) = \int_V \rho(\mathbf{r}) e^{2\pi i \mathbf{H} \cdot \mathbf{r}} \, d^3 \mathbf{r}
\]

(9)

Figure 1 gives the radial scattering factor of the free Fe atom: the scattering process is dominated by the core electrons (contrary to the magnetic form factor which is the Fourier transform of the magnetic electron density); therefore only accurate diffraction data can model the iron \( d \) electrons; the diffuse \( 4s \) electrons show up at very low resolution and usually cannot be modelled properly. Therefore analyzing the valence electron density is modelling the valence scattering factor by least squares fit against the structure factors amplitudes.

Figure 1. Atomic scattering factor of the free Fe atom (total in black, 3d in red and 4s in blue).
This fit can be performed within the Hansen Coppens formalism (Hansen Coppens, 1978)

\[
\rho(\vec{r}) = \rho_{\text{core}}(r) + P_{\text{val}} k^3 \rho_v(\kappa r) + \sum_{l=0}^{l_{\text{max}}} \kappa^3 R_l(\kappa r) \sum_{m=0}^{l} P_{lm}^z y_{l m \pm}(\theta, \varphi) \quad (10)
\]

The corresponding scattering (or form ) factor for any \( y_{lm} \) multipole density is

\[
f_{n lm}(H) = \mathbb{I} f_{nl}(H) y_{lm}(u, v) \quad (11)
\]

where \( u, v \) are the angular coordinates of vector \( \mathbf{H} \). The refined parameters are the expansion contraction coefficients \( \kappa, \kappa' \) and the \( P_{\text{val}} \) and \( P_{lm} \) populations.

This allows computing static deformation maps

\[
\Delta \rho_{\text{stat}}(r) = P_{\text{val}} k^3 \rho_v(\kappa r) - N_{\text{val}} \rho_v(\kappa r) + \sum_{l=0}^{l_{\text{max}}} \kappa^3 R_l(\kappa r) \sum_{m=0}^{l} P_{lm}^z y_{l m \pm}(\theta, \varphi) \quad (12)
\]

The \( P_{lm} \) populations, \( l = 2 \) and \( 4 \), are related to the d orbitals populations through linear equations (Holladay et al, 1983) under the assumption that covalency is negligible; this can be applied to charge and spin density analysis.

2 Spin density measurements

In PND experiments, a monochromatic polarized neutron beam with polarization vector \( \mathbf{P} \) is diffracted by a magnetically ordered single crystal. The diffracted intensities \( I_+(\mathbf{K}) \) and \( I_-(\mathbf{K}) \) of the Bragg reflection with scattering vector \( \mathbf{K} = 2\pi \mathbf{H} \) depend on the direction of polarization of the incident beam, parallel or antiparallel to the vertical applied magnetic field:

\[
I_{\pm}(\mathbf{K}) = \left| F_N(\mathbf{K}) \pm \mathbf{P} \cdot F_M(\mathbf{K}) \right|^2 \quad (13)
\]

where \( F_N \) and \( F_M \) refer to nuclear and magnetic structure factors. The magnetic structure factor \( F_M(\mathbf{K}) \) is a vector, the direction of which is that of the magnetic moment \( \mathbf{\mu} \) resulting from the sum of the atomic moments \( \mathbf{\mu} \), due to spin and orbit in the unit cell. Its magnitude is related to the normalized magnetization density \( m(r) \) by Fourier transform:

\[
F_M(\mathbf{K}) = \mathbf{\mu} \int_{\text{cell}} m(r) e^{i\mathbf{K}r} dr \quad (14)
\]

\( F_M^\perp(\mathbf{K}) \) is its component perpendicular to the scattering vector: \( F_M^\perp(\mathbf{K}) = \hat{\mathbf{K}} \times F_M(\mathbf{K}) \times \hat{\mathbf{K}} \), where \( \hat{\mathbf{K}} \) is a unit vector parallel to the scattering vector \( \mathbf{K} \), as shown in Figure 2.
If the atomic magnetic moments $\mu_i$ are collinear with the applied magnetic field (this is the case for a paramagnetic compound without strong magnetic anisotropy), the magnetic structure factor $F_M(K)$ is parallel to the vertical magnetic field and its component $F_M^{\perp}(K)$ is equal to $F_M(K)$ \(\sin^2 \alpha\), $\alpha$ being the angle between the vertical magnetization direction and the scattering vector.

The experimental quantities measured by PND are the so-called flipping ratios $R(K)$:

$$R(K) = \frac{I_+(K)}{I_-(K)}$$

(15)

In the case of a centric space group, the expression of the flipping ratio is:

$$R(K) = \frac{F_N^2 + 2pq^2F_N^2F_M + q^2F_M^2}{F_N^2 - 2pq^2F_N^2F_M + q^2F_M^2}$$

(16)

where $P$ is the polarisation rate, $e$ is the flipping efficiency and $q^2 = (\sin \alpha)^2$.

The expression (16) is related to both $F_N$ and $F_M$ and therefore the determination of $F_M$ from the experimental flipping ratio requires the knowledge of $F_N$. This is the reason why an unpolarized neutron diffraction experiment is generally performed before the PND data collection in order to determine precisely the nuclear structure at low temperature (closest as possible to the PND experimental conditions) i.e. the position and thermal parameters including those of the H atoms. Expression (16) leads to a second-order equation with unknown $\gamma = F_M/F_N$. The experimental $F_M(K)$'s can then directly be obtained from the flipping ratios using the nuclear structure factors at low temperature:

$$F_M = \gamma_{\text{exp}}F_N$$

(17)

The problem of the reconstruction of the magnetisation density from the magnetic structure factors is the same as for the charge density from the electronic structure factors. However, some discrepancies between XRD and PND data collections have to be taken into consideration.
First of all, the number of observations in PND data collections is generally smaller than in XRD data collections, especially for molecular compounds. A first reason is that form factors of 2p and 3d shells decrease more rapidly than total electronic form factors for light atoms and transition metals as it can be seen in Figure 1. That is why the PND data collections are generally limited to smaller \((\sin \theta/\lambda)_{\text{max}}\) than XRD. For recall, in the independent atoms model, the magnetic structure factors are written as a discrete sum over the atoms in the cell:

\[
F_M^i(\kappa) = \sum_{i=1}^{n_a} \mu_i F_{\text{mag}}^i(\kappa) e^{i\kappa R_i} e^{-W_i},
\]

where \(F_{\text{mag}}^i(\kappa)\) is the normalized magnetic form factor of atom \(i\), carrying a magnetic moment \(\mu_i\) and \(W_i\) is the Debye-Waller factor of this atom:

\[
F_{\text{mag}}^i(\kappa) = \int m_i(r)e^{i\kappa r} \, dr
\]

In the spherical approximation, the magnetic form factor is the Fourier transform of the unpaired electron radial density \(m_i(r)\) centered on atom \(i\) and is analogous to the radial scattering factor displayed for 3d electrons in Figure 1.

In addition, for weakly magnetic materials, only the magnetic structure factor corresponding to strong or medium nuclear structure factors can be accessed because of the relation (17). Therefore important magnetic structure factors may be missing in the data collection.

On another hand, PND is generally applied to ferro, ferri or paramagnetic compounds in which a large enough magnetization can be induced by a magnetic field, at the difference to antiferromagnetic materials.

Secondly, because the experimental quantity \(R\) is a ratio between two intensities, it is not affected by absorption effects nor by scale factor. Therefore the value of the magnetisation in the cell can be directly deduced from the determination of the spin density. In the joint refinement method, we shall constrain the sum of the spin populations over the atoms of the molecular unit to be equal to the number of unpaired electrons. Therefore the scale factor refined for PND in this work provides a value of the magnetisation in the conditions of field and temperature during the data collection.

When studying molecular materials which usually contain a large number of hydrogen atoms, additional terms have to be introduced in the expression (16) of the flipping ratio, accounting for the contribution due to the polarization of the hydrogen nuclear spins at very low temperature and high magnetic field, with a polarization factor given by:

\[
f_{NP}^i = 14.89 \times 10^{-4} \frac{H(\text{Tesla})}{T(\text{K})} (10^{-12} \text{ cm})
\]

The general expression of the flipping ratio taking into account this last contribution is:

\[
R(\kappa) = \frac{F_N^2 + 2PF_N(q^2(F_M^2 + F_{NP}^2) + q^2F_M^2 + F_{NP}^2 + 2qF_MF_{NP})}{F_N^2 - 2PF_N(q^2F_M^2 + F_{NP}^2) + q^2F_M^2 + F_{NP}^2 + 2qF_MF_{NP}}
\]

where \(F_{NP}\) is the structure factor due to H nuclear polarisation and \(F_M\) is the experimental magnetic structure factor due to spin and orbit.
For transition metal with non zero angular momentum, the orbital contribution has to be taken into account in order to retrieve the pure spin contribution. For that purpose the dipole approximation [Squires 1978] is used to evaluate the magnetic form factor due to angular momentum:

\[ F_M^L(K) = \mu_s \left( \frac{g - 2}{g} \right) \left( \langle j_0 \rangle + \langle j_2 \rangle \right) \]  

(22)

where \( \mu_s \) is the pure spin moment and \( g \) is the Landé factor.

3 Joint X-ray and polarized neutron refinement: Methodology and strategy

In this chapter we discuss the strategy for a joint refinement of the spin and charge densities according to an extended Hansen Coppens model which distinguishes the up and down spin contributions. The charge density is thus described as

\[ \rho(r) = \rho_{\text{core}}(r) + P_{\uparrow}^{l} \chi_{\uparrow}^{l} \rho_{\uparrow}(\chi_{\uparrow} r) + P_{\downarrow}^{l} \chi_{\downarrow}^{l} \rho_{\downarrow}(\chi_{\downarrow} r) + \]

\[ \sum_{l=0}^{l_{\text{max}}} \chi_{\uparrow}^{l} \gamma_{\uparrow}^{l} R_{\gamma}^{l}(\chi_{\uparrow}^{l} r) \sum_{m=0}^{m_{\text{max}}} P_{lm\uparrow} \gamma_{lm\uparrow}(\theta,\phi) + \sum_{l=0}^{l_{\text{max}}} \chi_{\downarrow}^{l} \gamma_{\downarrow}^{l} R_{\gamma}^{l}(\chi_{\downarrow}^{l} r) \sum_{m=0}^{m_{\text{max}}} P_{lm\downarrow} \gamma_{lm\downarrow}(\theta,\phi) \]  

(23)

\( P_{\uparrow} \) and \( P_{\downarrow} \) are the valence population of the electrons with spin up and down respectively, associated with their respective \( \chi_{\uparrow}^{l} / \chi_{\downarrow}^{l} \). \( P_{lm\uparrow} \) and \( P_{lm\downarrow} \) are multipole populations corresponding to spin up and down. The spin up and spin down electron distributions may not have the same radial extension and that is taken into account by \( \chi_{\uparrow}^{l} / \chi_{\downarrow}^{l} \) and \( \chi_{\uparrow}^{l} / \chi_{\downarrow}^{l} \). Therefore the refinement (up and down parameters) against X-ray and PND data lead to a simultaneous determination of spin and charge density and to the corresponding density maps.

For atoms carrying a magnetic moment, the spin density is the difference between spin up and spin down densities:

\[ s(r) = P_{\uparrow}^{l} \chi_{\uparrow}^{l} \rho_{\uparrow}(\chi_{\uparrow} r) - P_{\downarrow}^{l} \chi_{\downarrow}^{l} \rho_{\downarrow}(\chi_{\downarrow} r) + \]

\[ \sum_{l=0}^{l_{\text{max}}} \chi_{\uparrow}^{l} \gamma_{\uparrow}^{l} R_{\gamma}^{l}(\chi_{\uparrow}^{l} r) \sum_{m=0}^{m_{\text{max}}} P_{lm\uparrow} \gamma_{lm\uparrow}(\theta,\phi) - \sum_{l=0}^{l_{\text{max}}} \chi_{\downarrow}^{l} \gamma_{\downarrow}^{l} R_{\gamma}^{l}(\chi_{\downarrow}^{l} r) \sum_{m=0}^{m_{\text{max}}} P_{lm\downarrow} \gamma_{lm\downarrow}(\theta,\phi) \]  

(24)

To carry out such a refinement gathering X-ray, unpolarized neutrons (UPN) and polarized neutrons (PND) data, we make the following assumptions:
- The cell parameters are those obtained from the X-ray experiments.
- Two sets of anisotropic atomic displacement parameters \( U^{ij} \) and extinction parameters are refined from X-ray and neutron separately.
- The electroneutrality (all X-rays monopoles) and total magnetic moment (spin monopoles) constraints are added using Hamilton method (Hamilton, 1965).

One of the main concerns in the joint refinement strategy is the weighting scheme: because we deal with a complete X-rays data set to very high or high resolution compared to medium resolution and incomplete PN data set, the weights have to be carefully assigned.

The easiest model is to use a score function \( C \) that minimises the sum of the \( \chi^2 \) of each experiment which should favour the large data sets; this model was used in the joint refinement (neutrons and X-ray) by Coppens and co-workers (Coppens et al,1981):
where \( j \) stands for an experiment (X-ray, neutrons) and \( \chi_j^2(x) = \sum_i \left| F_i^o - F_i^c(x) \right|^2 / \sigma_j^2 \), where \( i \) runs over all the measured structure factors \( F^o \), \( F^c \) are the calculated ones and \( \sigma^2 \) the estimated variances of \( F^o \).

The derivative of \( C \) is the sum of the gradient of individual \( \chi^2 \): \( \nabla C(\chi_j^2(x)) = \sum \nabla \chi_j^2(x) \), and the Hessian matrix (which is the inverse of the covariance matrix) is the sum of the individual Hessians:

\[
\frac{\partial^2 C(\chi_j^2(x))}{\partial x_i \partial x_k} = \sum \frac{\partial^2 \chi_j^2(x)}{\partial x_i \partial x_k}
\]

This weighting scheme is called \textbf{UNIT} by Souhassou et al (2012).

Another weighting scheme has been proposed by Bell et al (1996) and Gillet et al (2001) based on the logarithm of \( \chi^2 \) to reduce the weighting ratio between large and small data set and hence to better take into account the contribution of the small data set.

\[
C(\chi_j^2(x)) = \sum_j N_j \log(\chi_j^2(x))
\]

where \( N_j \) is the number of observation of data set \( j \)

\[
\nabla C(\chi_j^2(x)) = \sum_j N_j \frac{\nabla \chi_j^2(x)}{\chi_j^2(x)},
\]

\[
\frac{\partial^2 C(\chi_j^2(x))}{\partial x_i \partial x_k} = \sum_j N_j \left( \frac{\partial^2 \chi_j^2(x)}{\chi_j^2(x)} \right) - \frac{\partial \chi_j^2(x)}{\partial x_i} \frac{\partial \chi_j^2(x)}{\partial x_k} \left( \frac{1}{\chi_j^2(x)} \right)^2
\]

This weighting scheme is called \textbf{NLOG} by Souhassou et al (2012).

We decided to introduce a weighting scheme independent from the data set size. This last model takes the form:

\[
C(\chi_j^2(x)) = \sum_j \log(\chi_j^2(x))
\]

thus:

\[
\nabla C(\chi_j^2(x)) = \sum_j \frac{\nabla \chi_j^2(x)}{\chi_j^2(x)}
\]

\[
\frac{\partial^2 C(\chi_j^2(x))}{\partial x_i \partial x_k} = \sum_j \frac{\partial^2 \chi_j^2(x)}{\chi_j^2(x)} - \frac{\partial \chi_j^2(x)}{\partial x_i} \frac{\partial \chi_j^2(x)}{\partial x_k} \left( \frac{1}{\chi_j^2(x)} \right)^2
\]

This weighting scheme is called \textbf{LOG} by Souhassou et al (2012).

Because of large difference between the numbers of reflections for each experiment (~10000 for X-ray and several hundreds for PN), the NLOG or LOG scheme may prevent from neglecting the small size experiments.
To begin the joint refinement, the chosen initial model is the model in which the density is refined against X-ray only using the Hansen Coppens model. For atoms that are supposed to carry a spin density, their multipole populations are split in two for up and down and then refined against both data sets.

4 Charge and spin density of an end-to-end Azido Double Bridged Cu$^{	ext{II}}$ di nuclear complex (Cu$_2$L$_2$(N$_3$)$_2$).

The following reports on preliminary results of the joint charge and spin density refinement of a di copper paramagnetic couple.

4.1 Description of the structure and charge density

The crystal structure, with P2$_1$/n space group, may be described by discrete neutral centrosymmetric five coordinated dinuclear dimers (Cu...Cu = 5.068(1) Å) (Aronica et al, 2007). The azido groups bridge in an asymmetric fashion (Cu-N$_3$ = 2.000(1) Å; Cu-N$_5$ (azido) = 2.346(1) Å).

Figure 3. Ortep view of Cu$_2$L$_2$(N$_3$)$_2$ structure at 10K. The ellipsoids show 50% probability surfaces. i: refers to atoms obtained by the inversion center.

A set of 72,882 reflexions was collected at 10K on an Oxford Diffraction SuperNova single-crystal diffractometer with Mo K$\alpha$ radiation which were reduced to 15,731 independent reflections using SORTAV ($R_{\text{sortav(all)}}$ = 0.042). The conventional multipole refinement converged to $R_w(F)$=1.51 % for 7208 reflections with $I/\sigma >$3 and $\sin(\theta/\lambda)<1.0$ Å$^{-1}$. As shown on figure 4 the residual density map is featureless.
Figure 4. Residual electron density map (Contours 0.1 e.A⁻³)

Figure 5. Static deformation density maps in the O₁-Cu-N₁ and in the N₃Cu-N₅ (azido) planes. The x,y,z local axes are defined by z // CuN₅, x ⊥ (N₃Cu, N₂O₁) and y ⊥ (x, z) (Contours 0.1 e.A⁻³)

The static deformation maps calculated from this multipole refinement are given on figure 5 in the O₁-Cu-N₁ and in the N₃Cu-N₅ (azido) planes. The bonding density shows up as expected in the ligand interatomic bonds and nitrogen lone pairs; the dₓ²-y² orbital of copper is depleted whereas dₓᵧ is populated. The oxygen and nitrogen lone pairs face the copper d orbital depletions (dₓ₂-y²) as expected from ligand field theory.

4.2 Experimental spin density modeled from PND only

A previous PND study of the induced spin density at 2K under a field of 5T was reported in Aronica et al (2007). The usual PND data treatment for centric space groups was applied in that
work, i.e. the magnetic structure factors were deduced from the experimental flipping ratios using the $F_N$ values calculated from the neutron structure determined at 30K. Only reflections with $|F_N| > 5 \times 10^{-12}$ cm were measured in order to avoid contamination due to multiple scattering.

In the joint refinement method, the model refinement is performed by comparing the experimental data with the flipping ratios calculated from the model. For a comparison between the results of the joint refinement and those obtained from PND alone, we performed a new treatment of the PND data by refining the model on the set of flipping ratios instead of the $F_M$'s. Because the flipping ratios for $(h,k,l)$ and $(h,-k,l)$ equivalent reflections may be different, the refinement was performed on a set of 212 flipping ratios instead of the 112 unique $F_M$'s. The correction for hydrogen nuclear spin polarization was also taken into account with $f_{NP}^H = 0.037 \times 10^{-12}$ cm for $H = 5$T and $T = 2$K (list of $F_{NP}$ in supplementary material). In Aronica's paper the orbital contribution, calculated using expression (10) with the value $\mu_s (g-2)/g = 0.069 \mu_B$, was subtracted from the experimental structure factor to obtain the pure spin magnetic structure factor. In order to apply this correction in the flipping ratio refinement, the form factor $(<j_0> + <j_2>)$ for $Cu^{2+}$ was introduced for the first monopole. The refinement of the Cu first monopole population ($P_v$) provided a value of $0.071(6) \mu_B$ very close to the value fixed in Aronica's paper.

The values of the monopole populations and contraction coefficient $\kappa'$ (refined for copper only) are reported in Table 1. The large $\kappa'$ value indicates that the atomic spin density on Cu is more contracted than expected from literature (Clementi & Roetti, 1974).

| Table 1. Model parameters (monopole populations in $\mu_B$) and agreement factors. |
|---------------------------------|-----------------|-----------------|-----------------|
|                                 | I               | II              | Joint refinement |
|                                 | Spherical       | 3d orbital      |                  |
|                                 | model           | model           |                  |
| Contraction coefficients        | $\kappa_{Cu}$   | $\kappa_{Cu}$   |                  |
| Cu1                             | 0.078(6)        | 0.071(6)        | 0.778(30)        |
| monopole 1 ($P_v$)              | 0.707(6)        | 0.715(6)        |                  |
| monopole 2 ($P_{00}$)           | 0.048(5)        | 0.046(4)        | 0.044(60)        |
| O1                               | 0.044(5)        | 0.045(5)        | 0.048(50)        |
| N1                               | 0.081(6)        | 0.080(5)        | 0.071(42)        |
| N2                               | 0.028(5)        | 0.030(5)        | 0.019(45)        |
| N3                               | 0.008(5)        | 0.004(5)        | 0.008(46)        |
| N4                               | 0.023(7)        | 0.031(7)        | 0.029(48)        |
| sum                              | 1.02(2)         | 1.02(2)         | 1.00             |
| N obs                            | 212             | 212             | 212              |
| N param                          | 9               | 13              | 33               |
| GOF                              | 1.38            | 1.30            | 1.37             |
| $R_w(|1-R|)$                     | 0.084           | 0.079           | 0.86             |

The quality of the refinement using a spherical model (I) is improved when refining an orbital model (II) for the 3d copper wavefunction which leads to $R_w(|1-R|) = 0.079$, GOF = 1.30 ($N_v = 13$) and to the following orbital coefficients:

$$\varphi_{3d}(Cu) = 0.8(4) d_{x^2-y^2} - 0.4(2) d_{z^2} + 0.3(2) d_{x^2} - 0.3(2) d_{y^2} + 0.2 d_{xy} \quad (28)$$
where the x, y, z axes have the same definition as in the X-ray study (see Figure 5 caption). The copper multipole populations are constrained during the refinement through their relations with the orbital coefficients as detailed in supplementary materials.

The sum of the monopole populations, equal to 1.02(2) $\mu_B$ per asymmetrical unit, provides a value of 2.02(4) $\mu_B$/mol for the total induced moment due to spin and orbital contributions. This value is in very good agreement with the experimental magnetization of 1.98 $\mu_B$/mol from SQUID measurements at 2K under 5 Tesla (Aronica et al, 2007).

The section maps of the spin density in the CuO$_1$N$_1$ (x,y) and CuN$_1$N$_5$ (y,z) planes are represented in Figure 7 (a and c).

### 4.3 Joint refinement

The very first results for the joint refinement were obtained by splitting the charge density model (for magnetic atoms) in $\rho^\uparrow$ and $\rho^\downarrow$. This charge density model was previously obtained by the X-ray multipole refinement described above. These first results of joint refinement are very promising, as we can see on the next figures and table. Indeed this preliminary joint refinement gives very close results to those obtained by the separated studies in terms of statistical agreement factors: $R_w(F)_X=1.52\%$ compared to 1.51%, and $R_w(1-R)_{NP}=0.86\%$ compared to 0.79%) and in terms of maps. As shown on figures 6 and 7 the static deformation density maps and the spin density maps compare very well with the previous separated studies. The oxygen and nitrogen lone pairs face the copper charge depletions while a cross shape spin density directed toward ligand atoms, which is interpreted as spin delocalization, is observed. Moreover values of the magnetic momentum on each atom also, compare very well (Table 1) despite larger standard deviations values due to the real determination of $\rho^\uparrow$ and $\rho^\downarrow$. The major uncertainty on these values comes from the uncertainty on the total charge density as explained by Souhassou et al (2012).

![Figure 6. Static deformation density obtained with X-rays data refinement only (a) and obtained with a joint refinement (b). Contours 0.1 e.Å$^{-3}$](image)
Figure 7. Representation of spin density maps obtained with PN data refinement only ((a) and (c)) and the obtained with a joint refinement ((b) and (d)). Contours drawn for $\pm 0.01*2^n \mu_B \text{Å}^{-3}$ ($n=0,9$), plus contours $\pm 2, \pm 3, \pm 4 \mu_B \text{Å}^{-3}$ Red line: positive, blue dashed line: negative.

5 Additional information from momentum space data

5.1 Generalities

Compton Scattering is an inelastic and incoherent X-ray scattering. It is usually described in introductory quantum physics classes as one of the key experiments to outline the particle nature of light. In the high energy and momentum transfer regime, the so-called “Impulse Approximation” (IA), the double differential scattering cross-section for the Compton process can be expressed as (Eisenberger & Platzman, 1970):
\[ \frac{\partial^2 \sigma}{\partial Q \partial \omega} = \frac{\alpha_h}{\alpha_1} \left( \hat{e}_1 \cdot \hat{e}_2^\ast \right)^2 r_e^2 S_{IA}(Q, \omega) \quad (29) \]

where \( \omega_1 \) and \( \omega_2 \) are the frequency of the incoming and outgoing x-rays, respectively. The energy transferred to the target is thus \( h \omega = h \omega_2 - h \omega_1 \), the transferred momentum is \( hQ \). The unit vectors \( \hat{e}_1 \) and \( \hat{e}_2 \) represent the respective polarizations of the electromagnetic fields. The key quantity here is the Dynamic Structure Factor \( S_{IA}(Q, \omega) \) (VanHove, 1954, see also for example Schülke et al, 1995). It contains all the information about the target that is available from this experiment (see for example, Hayashi 2002). Within the IA framework, \( S_{IA}(Q, \omega) \) is closely related to the electron momentum distribution:

\[
S_{IA}(Q, \omega) = \frac{m}{\hbar} \int n(p) \delta(pQ - p_{\parallel}Q) dp = \frac{m}{\hbar Q} J(p_{\parallel}, u)
\]

Where \( n(p) \) is the electron distribution in momentum representation, \( p_{\parallel} = m \omega / Q - \hbar Q / 2 \) and \( u \) is the unit vector along \( Q \). The directional Compton profile (DCP), \( J(p_{\parallel}, u) \), is thus defined by:

\[
J(q, u) = \frac{m}{\hbar Q} \int n(p) \delta(p.u - q) dp
\quad (30)
\]

or, if the \( z \) axis is taken along the scattering vector, \( Q = Qe_z \):

\[
J(q, e_z) = \int n(p) dp_x dp_y
\quad (31)
\]

Obviously, the integration acts as a projection of the momentum density onto the direction pointed by the scattering vector \( Q \). Therefore, a DCP represents the marginal density associated with one component of the electron momentum.

It then appears clearly that the Compton scattering experiment, in the IA limit, is an alternative way to consider the charge density and, thereby, the way electrons establish bonds in a chemical system. Compton scattering has some peculiarities that make it worth to be considered to conduct together with high resolution x-rays diffraction:

- It is based on an incoherent scattering process. Though this has long been considered as a major handicap from a counting statistics point of view, because of the advent of powerful X-rays synchrotron sources, this objection no longer holds. Moreover, the incoherent nature is often seen as an advantage over diffraction since it does not impose such stringent constraints upon the crystalline quality of the sample. This is indeed true, in a large majority of the cases, as long as the defects do not distort heavily the mean dynamics of the electron cloud.

- The Compton signal is stronger for low \( q \) values. They correspond to the weak momenta part of the spectrum. By Heisenberg transform, this means that Compton profiles are especially efficient at probing diffuse electrons, those which contribute most to bond formation and, thereby to chemical properties.

- Compton scattering has not proved to be affected by thermal effects. Therefore, no thermal correction is needed for the signal interpretation.

- Opposite to x-ray structure factors, bond charges have a contribution with a similar order of magnitude to the signal compared with atomic charges. Moreover, the two center contribution to the signal provides oscillations that are characteristics of its bonding vs antibonding character. This property is easily brought into light with an oversimplified but illustrative example. Let us consider the case of a A-B diatomic molecule with a single valence electron. A LCAO type orbital can be
constructed from two (real) functions centered on each nucleus, in the form: \( \psi(r) = N \{ \varphi_A(r) + \lambda \varphi_B(r) \} \) where \( \lambda \) is a parameter monitoring the mixing between the two atomic orbitals. The associated form factor would thus be:

\[
\begin{align*}
    f(Q) &= N^2 \left\{ f_A(Q) e^{iQ \cdot R_A} + \lambda^2 f_B(Q) e^{iQ \cdot R_B} + 2\lambda f_{AB}(Q) \right\} \\
    \text{the latter being the Fourier transform of the two center density, hence } f_{AB}(Q = 0) &= S_{AB}, \text{ the overlap integral between the atomic functions. Such a weak contribution to the bonding part is not so dramatic when momentum space is considered. The density is:}
    \\
    n(p) &= N^2 \left\{ n_A(p) + \lambda^2 n_B(p) + \lambda n_{AB}(p) \cos(\frac{R_{AB \cdot p}}{\hbar}) \right\}
\end{align*}
\]

where \( n_{AB}(p) \) is the mere product of the two orbitals in their momentum representation. The bonding contribution to the momentum density thus exhibits a characteristic oscillation with a frequency given by the bond length.

However, the Compton scattering signal suffers from many physical spurious contributions that should be accounted for:

- Multiple scattering can significantly modify the cross-section and needs to be corrected for. Since early works by Felsteiner (Felsteiner, 1974, Felsteiner, 1975), multiple scattering contributions are often computed by Monte Carlo methods. As all \( Q \) directions are similarly affected, this is no longer an issue as far as anisotropy is concerned, i.e. differences between DCPs.
- Even when high energy x-ray beams are employed, a significant part of the incoming or outgoing signal can be absorbed.
- Core contributions must be subtracted out in order to properly scale each profiles. This implies a careful computation of isolated atoms (Biggs, 1975).
- IA is not always satisfied and corrections need to be applied (Holm & Ribberfors, 1989)
- At high x-ray energy relativistic effects become significant and inference of momentum density based on Compton scattering data need therefore a special treatment (Holm, 1988)

Other momentum oriented experimental methods can also be considered such as positron annihilation (2D-ACAR) or \( e, 2e \) spectroscopy or \( \gamma e, \gamma \). However these techniques have not developed to a level similar to Compton scattering. They suffer from an even more complex data treatment and the extraction of the electron momentum is, more often than not, far from straightforward.

### 5.2 Spin cross section and consequences

When circularly polarized x-rays are available (from helical wiggler or undulator on synchrotron storage rings), it becomes possible to observe a magnetic field dependence of the Compton signal. If no polarization discrimination is applied on the scattered x-rays, the Compton double differential cross section becomes (Blume, 1985, Cooper et al, 2004):

\[
\frac{d^2 \sigma}{d\Omega d\omega} \approx \frac{\omega_e}{\omega} \left( \hat{e}_1 \cdot \hat{e}_2^* \right)^2 e^2 S_{IA}(Q, \omega) + 2 \frac{\hbar \omega_e}{mc} \Im \left[ B_z \left( \hat{e}_1 \cdot \hat{e}_2^* \right)^* \right] \left( S_{IA}^{(\uparrow)}(Q, \omega) - S_{IA}^{(\downarrow)}(Q, \omega) \right)
\]
where the orbital momentum contribution has been neglected and only lowest order terms have been kept. Thus, in addition to the previous Compton scattering signal, one observes a spin dependent contribution with the dynamic structure factor:

\[ S_{IA}^{(↑)}(Q, \omega) = \frac{m}{\hbar} \int n(\uparrow, p) \delta(pQ - p_\hbar Q) dp = \frac{m}{\hbar Q} J^{(↑)}(p_\parallel, u) \]  

(35)

In the case of large systems, or unit cells containing many atoms, the interpretation of experimental DCP becomes difficult because, in momentum representation, all atomic sites contributions are superimposed. This is obviously a handicap as all our chemical intuition is based upon a position space description of interacting atoms. However, when it comes to magnetic systems, only unpaired electrons contribute significantly to the signal and a very limited number of atoms need to be included in the model. Polarized neutron diffraction and magnetic Compton scattering can thus be seen as two techniques probing similar parts of the electron distribution. It should nevertheless be noted that, since the magnetic signal is obtained by means of subtraction between two opposite magnetic field directions, all atoms contribute to the background noise. This fact severely limits the number of magnetic systems that can be tackled by that kind of probe.

Two additional points differentiate the magnetic Compton scattering technique from polarized neutron diffraction. First, because of its direct link to momentum space representation, MCP measurements are useless for the study of purely antiferromagnets. Second, owing to a significant different polarization dependence, the spin contribution can in principle be isolated from the orbital signal.

5.3 On density matrices as a unifying quantity

As explained above, the sole knowledge of the charge and spin densities in position space cannot give a complete picture of the bonding mechanisms as they do not take into account the electron dynamics. On a one electron level, all the information is actually included in the so-called “One electron Reduced Density Matrix” (1-RDM). Such quantity is derived from the N-electron wave function according to:

\[ \Gamma(x_1, x'_1) = N \int \psi^*(x_1, x_2, \ldots, x_N) \psi(x'_1, x_2, \ldots, x_N) d^4x_2 \ldots d^4x_N \]  

(36)

Where \( x_i \) accounts for both the spin and the position of the \( i \)th electron. The 1-RDM can of course be computed from first principles but its determination by means of DFT methods remains an issue.

Owing to its relationship to many X-rays, electron and neutron scattering experiments, providing that one can build a model for this quantity a refinement of a 1-RDM is thus a possible path to increase our picture of the bonding mechanisms.

The link between the above mentioned quantities and the 1-RDM is probably better seen when use is made of intracule \( s = r - r' \) and extracule \( t = (r + r') / 2 \) coordinates. In that representation, the DCP writes:

\[ J(q, u) = \int \int \Gamma(t, s) dtd^2s_1 e^{iqs} ds_1 \]  

(37)
where \( s_u = s \cdot u \) and \( s_\perp = s \otimes u \).

The x-ray structure factor is the Fourier transform of the position space charge density, hence:

\[
F(Q) = \int \langle \Gamma(t,s = 0) \rangle e^{iQ \cdot t} dt
\]

and the magnetic structure factor:

\[
F_M(Q) = \mu \int \langle \Gamma^\uparrow(t,s = 0) - \Gamma^\downarrow(t,s = 0) \rangle e^{iQ \cdot t} dt
\]

Therefore, the 1-RDM can be seen as a junction point between rather different scattering techniques. Given the very encouraging results obtained for charge and spin densities, as reported in the previous section, it appears that a possible joint refinement of the full 1-RDM is now at reach. However, such an exciting perspective relies on the actual existence of an analytical model for the 1-RDM, including a limited number of parameters.

Unfortunately, the pseudo-atoms Hansen-Coppens model, that proved to be so successful in position space densities, can no longer be used owing to its inability to account for two-center contributions.

As detailed above, contrary to diffraction experiments, Compton scattering is particularly sensitive to electron dynamics. The momentum information mostly resides in the off-diagonal elements of the 1-RDM. As it turns out, and quite logically, this is also the part of the 1-RDM that requires a correct description of 2-atomic centers contributions. Therefore, Compton scattering probes two center terms on equal footing with one center terms.

A fair modeling of the 1-RDM, with the purpose to account for Compton scattering data, cannot be built upon a mere superposition of pseudo-atomic density matrices, but needs an additional contribution originating from two-center terms such as:

\[
\Gamma(t,s) = \sum_j \Gamma_j(t,s) + \sum_{i,j} \Gamma_{ij}(t,s)
\]

Where the first sum runs over all the atoms while the later refers two each couple of atoms that should be accounted for.

Of course, this model is expected to include core and valence electrons and, among them, unpaired electrons deserve a special treatment in order to extract the wealth of information provided by polarized neutrons diffraction and magnetic Compton scattering in addition to the high resolution x-ray diffraction and “regular” Compton scattering techniques.

However, because the model no longer deals with mere charge density in position space, it is essential to insure, at least approximately, the \( N \)-representability of the resulting 1-RDM (Coleman1963). Unfortunately, unless the model is built from a set of Slater determinants, this constraint can only be verified a posteriori and it is expected to dramatically slow down the refinement process.
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Supplementary materials

Relations between multipole populations and orbital coefficients from (E. Ressouche, 1991) p.69

\[ \psi_{\text{Cu}} = a_1 d_{z^2} + a_2 d_{xz} + a_3 d_{yz} + a_4 d_{x^2-y^2} + a_5 d_{xy} \]

Multipole functions as defined in (Hansen, Coppens, 1978) and (Holladay et al, 1983)

\[ P_{00} = P_{\text{Cu}} \]
\[ P_{20} = \frac{5\sqrt{3}}{63} P_{\text{Cu}} (2a_1^2 + a_2^2 + a_3^2 - 2a_4^2 - 2a_5^2) \]
\[ P_{21} = \frac{10}{21\pi} P_{\text{Cu}} (\sqrt{3}a_1 a_2 + 3a_2 a_4 + 3a_3 a_5) \]
\[ P_{2-1} = \frac{10}{21\pi} P_{\text{Cu}} (\sqrt{3}a_1 a_3 + 3a_2 a_3 - 3a_3 a_4) \]
\[ P_{22} = \frac{10}{21\pi} P_{\text{Cu}} (-2\sqrt{3}a_1 a_5 + 3a_2 a_3) \]
\[ P_{2-2} = \frac{5}{21\pi} P_{\text{Cu}} (3a_2^2 - 3a_3^2 - 4\sqrt{3}a_1 a_4) \]
\[ P_{40} = \frac{3}{224\pi 0.069417} P_{\text{Cu}} (a_4^2 + a_5^2) \]
\[ P_{41} = \frac{128\sqrt{7} - 49}{686\pi} P_{\text{Cu}} (2\sqrt{3}a_1 a_2 - a_2 a_4 - a_3 a_5) \]
\[ P_{4-1} = \frac{128\sqrt{7} - 49}{686\pi} P_{\text{Cu}} (2\sqrt{3}a_1 a_3 - a_2 a_5 + a_3 a_4) \]
\[ P_{42} = \frac{2(34\sqrt{7} + 49)}{343\pi} P_{\text{Cu}} (a_2^2 - a_3^2 + \sqrt{3}a_1 a_5) \]
\[ P_{4-2} = \frac{2(34\sqrt{7} + 49)}{343\pi} P_{\text{Cu}} (2a_2 a_3 + \sqrt{3}a_1 a_5) \]
\[ P_{43} = \frac{2P_{\text{Cu}}}{3\pi} (a_2 a_4 - a_3 a_5) \]
\[ P_{4-3} = \frac{2P_{\text{Cu}}}{3\pi} (a_2 a_5 + a_3 a_4) \]
\[ P_{44} = \frac{P_{\text{Cu}}}{\pi} (a_4^2 - a_5^2) \]
\[ P_{4-4} = \frac{2P_{\text{Cu}}}{\pi} (a_4 a_5) \]

